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Fig. 1. Our model can automatically discover what characterizes the personality of a graphic design. For each of the two personality labels (“Cute” and “Energetic”) shown above, we show two design examples together with their corresponding personality-based sensitive maps. This sensitive map measures the contribution of each local region of a design example to a particular personality, with red indicating positive effect while blue indicating negative effect. For each personality, we also show a set of discriminative patches that contribute most to the personality. These patches are mined from a collection of designs that are ranked top by our model based on the personality. ©Hayao Miyazaki, I Love Doodle, Scott Williams and Andrea Dell’Anna.

Graphic designers often manipulate the overall look and feel of their designs to convey certain personalities (e.g., cute, mysterious and romantic) to impress potential audiences and achieve business goals. However, understanding the factors that determine the personality of a design is challenging, as a graphic design is often a result of thousands of decisions on numerous factors, such as font, color, image, and layout. In this paper, we aim to answer the question of what characterizes the personality of a graphic design. To this end, we propose a deep learning framework for exploring the effects of various design factors on the perceived personalities of graphic designs. Our framework learns a convolutional neural network (called personality scoring network) to estimate the personality scores of graphic designs by ranking the crawled web data. Our personality scoring network automatically learns a visual representation that captures the semantics necessary to predict graphic design personality. With our personality scoring network, we systematically and quantitatively investigate how various design factors (e.g., color, font, and layout) affect design personality across different scales (from pixels, regions to elements). We also demonstrate a number of practical application scenarios of our network, including element-level design suggestion and example-based personality transfer.
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1 INTRODUCTION

Graphic design, as a visual communication medium, is ubiquitous in our daily life, including newspapers, magazines, packaging, posters and websites. It is especially created to convey certain ideas and messages to its audiences via a combination of images, symbols, and text. To achieve this goal, designers often deliberately adjust the overall look and feel of their designs to give people an instant impression that may last for a long time, even before they start reading the contents [Nauert 2011; Phillips and Chaparro 2009; Reinecke et al. 2013]. This look and feel of a design is known as the design’s personality, which signatures the design and should match with the design objectives [Gross 2015; Jensen 2013]. A design’s personality can often be described using a set of adjectives. For example, a fitness website or poster should look powerful, fresh and well-organized. A business card should look elegant, formal and respectful. A design that can reflect a proper personality has the ability to attract the right clients and repel the wrong ones, while building up a distinctive identity and setting it apart from competitors [Gross 2015; Walter 2012]. However, understanding what makes a design embrace a certain personality is challenging, as a design is a result of thousands of decisions on numerous factors, including color, font, image, and layout. Given such a large design decision space, how to select these factors such that they will interact with each other to manifest a certain personality is a non-trivial task even for experienced designers.

In this paper, we want to answer a question: what makes a graphic design possess a certain personality? Such a study may provide insights into the best practices for expressing personalities in a real-world graphic design process and also inform computational methods for facilitating graphic design. Our work focuses on one common yet important type of graphic design, posters, as they exhibit a diverse range of personalities in order to immediately catch viewers’ attention.

To this end, we propose a convolutional neural network (CNN), which, given a graphic design and a personality label, predicts a score that indicates the degree of the personality possessed by the design. We refer to our CNN as a personality scoring network. Instead of using hand-crafted features with limited representation power, our network can automatically learn the most relevant features for predicting human perception of design personality. However, the personality score of a design is unknown a priori, and is very subjective and subtle for human to annotate reliably. Thus, we propose to supervise our network in a ranking formulation to learn by comparing pairs of graphic designs in terms of personality. This allows us to train our model for predicting personality scores without the need for score-level supervision. To train our network, we leverage a large number of graphic designs with personality tags from the web, with little human intervention. This makes it possible to scale our method to massive amounts of data.

With our personality scoring network, we have conducted several qualitative and quantitative experiments, in an attempt to glean insights into what makes graphic designs embrace certain personalities. We first construct a personality-based sensitive map to visually reveal which part of a design that contributes most/least to its personality. We then study how design personality correlates with some key design factors including color, font and space, which have a great impact on human perception of a design [Cousins 2015; Kliever 2015]. Furthermore, we show that our personality scoring network and our learned high-level discriminative features can benefit two personality-aware graphic design tasks: 1) Element-level design suggestion: given a target element on a design, our method will suggest the properties of the element in order to enhance the personality of the design. 2) Example-based personality transfer: our method automatically modifies a source design to match it with a reference design in terms of personality. In summary, our major contributions are:

- We propose a deep ranking framework to learn a model for estimating personality scores of graphic designs (Section 4). Our framework is trained from web data with minimal human supervision.
- We perform quantitative and qualitative analyses using our learned model, which offer a systematic understanding of what makes a graphic design convey a certain personality (Section 6).
- We present two novel and practical personality-based design applications enabled by our model (Section 7).

2 RELATED WORK

To our knowledge, we are the first to seek for understanding of what characterizes the personality of a graphic design. Our work bears some high-level similarity to a recent work [Doersch et al. 2015], which mines the discriminative image patches that characterize a city from a set of geo-tagged web images. While we also aim to find discriminative design ingredients that are important for conveying a personality from web data with weak supervision, unlike their patch-level analysis, our network allows us to analyze across different scales from pixels, patches to elements. In addition, instead of using hand-crafted features (e.g., HOG and color as in their work), we take advantage of the CNN to automatically learn the most relevant features to our task. In the remainder of this section, we review some previous works that are relevant to ours.

2.1 Semantic Attributes

Personality can be regarded as a specific class of semantic attributes, which is a set of words to describe visual or functional properties of objects. In this regard, our work can be related to emerging research efforts on using semantic attributes as high-level, linguistic descriptions to guide image searching [Parikh and Grauman 2011] and editing [Laffont et al. 2014], font selection [O’Donovan et al. 2014b], 3D shape editing [Yumer et al. 2015], material appearance editing [Serrano et al. 2016], and 3D avatar generation [Streuber et al. 2016]. To model the attributes, these methods proposed to learn a function for mapping an object to a continuous score indicating the strength of an attribute, from crowdsourced data. Our focus is on modeling personalities of graphic designs, which has not been investigated before. In addition, to learn our personality scoring function, we propose to take advantage of web data harvested from an image search engine to avoid expensive crowdsourcing. Karayev et al. [2013] constructed a large-scale dataset of images with style annotations for visual style recognition. In contrast to this work
that predicts the presence of a style attribute on an image, we aim to regress a continuous strength of an attribute, and demonstrate the advantage of the regression formulation over naive classification in our experiments.

2.2 Graphic Design

Various graphic design factors, color [Jahanian et al. 2017; Lin et al. 2013; O’Donovan et al. 2011], font [O’Donovan et al. 2014b], illustrations [Garces et al. 2014, 2017], and layout [Cao et al. 2012, 2014; O’Donovan et al. 2014a] have been studied individually. To study graphic design as a whole, Ritchie et al. [2011] designed a style-based exploration tool for webpages using low-level features (e.g., mean color, number of words on a page). Pang et al. [2016] utilized a set of features to characterize the temporal behaviors of user attention on webpages. Chaudhuri et al. [2013] proposed a part-based assembly approach for 3D shape creation based on semantic attributes, and extended it to webpages based on both global and local features. Saleh et al. [2015] learned a style similarity metric for searching infographics based on the features extracted from bitmap input. All of the above works rely on hand-crafted features, which have limited representation power and are specific to their own problems. In contrast, we learn powerful and generic design features that characterize the personalities of graphic designs automatically with a CNN.

A few recent works on graphic designs have applied CNNs to learn features for different tasks. Bylinskii et al. [2017] developed fully convolutional networks to predict the importance maps of both graphic designs and data visualizations. Redi et al. [2017] designed a deep classifier to predict the aesthetic level of non-photographic images. We leverage the CNN to model perceptual personality on graphic designs and systematically investigate its relation with various design factors, which has not been studied by the previous works.

2.3 Deep Ranking Network

Deep ranking networks have been proposed to learn from ranked labels with deep neural networks. They have been applied to both 2D images [Chang et al. 2016; Gygli et al. 2016; Wang et al. 2014] and 3D shapes [Lau et al. 2016] with great success. A loss function is often formulated on triplets [Wang et al. 2014; Zhao et al. 2015] or pairs [Gong et al. 2013; Gygli et al. 2016]. In the triplet approach, given a triplet (query, positive and negative), a loss function is designed such that the positive will be closer to the query in the learned embedding space than the negative. This approach has been applied to learn the fine-grained image similarity [Wang et al. 2014] and hash function for image retrieval [Zhao et al. 2015]. The loss function of the pairwise approach is defined over pairs of examples, and requires one example to be ranked higher than the other. For example, Gygli et al. [2016] learned a network to produce a ranked list of video segments according to their suitability as animated GIFs by requiring the GIF segments to score higher than the non-GIF segments. Our work builds upon this kind of learning frameworks, using ranked graphic design pairs obtained from the web, but integrates a semantic embedding network into the deep ranking network to learn the semantics-aware features.

3 DATA COLLECTION

To train our model, we construct a dataset of posters with personality labels, by querying the Google image search engine with a list of personality labels as keywords. In this section, we first describe how we select the list of personality labels. We then discuss how we collect and post-process our dataset.

3.1 Personality Selection

There is a long list of personality labels that can be used to describe designs. However, not all of them are commonly used and easily perceptible by people. To select the labels for our work, we have first collected an initial list of 40 personality labels that are frequently used in several design books and a popular design blog [Gross 2015]. We ensure that each of these initial labels has at least appeared in two different sources. After manually clustering the labels with similar meaning (e.g., creative and unconventional), we have further reduced the list by keeping only the labels that have higher interest values in Google Trends (since 2004) and more relevant design results returned from Google image search. We have finally ended up with 15 personality labels, which are listed in Figure 2.

3.2 Poster Dataset

To build our poster dataset, we collect poster images with metadata (e.g., title, tags and descriptions) by using each of the 15 personality labels (e.g., “cute”) and “poster” as the keyword to query the Google image search engine. We only keep the images in portrait layout, which is most commonly used in poster design. We then filter our initial poster dataset by removing: (1) duplicate images; (2) low-resolution images (less than 200 in width or 300 in height); (3) images without any tags that tell their personalities (to avoid selecting irrelevant posters, even though this would over-filter out some relevant posters). In addition, we only keep at most 5 visually similar posters from the same source to increase the diversity of our dataset. We regard two poster images as similar if the cosine distance between their 4096-dimensional features is smaller than 0.006. The features are taken from the penultimate layer of a 16-layer VGG [Simonyan and Zisserman 2014] pre-trained on the ImageNet [Deng et al. 2009]. All images are resized to 224×224 before feeding to the VGG. Finally, we manually discard images if: (1) they are photographs or drawings; (2) their personality labels appear as nouns on them, e.g., a person’s name; (3) they contain
we address our problem in a regression formulation. An alternative solution to this problem is to build a classifier to distinguish between different personalities. Unfortunately, since personalities are rather subjective, there are no clear boundary between different personalities (i.e., personality labels can be ambiguous), causing the classification formulation to be inadequate for our problem. As there are various degrees of a personality, we address our problem in a regression formulation.

4 SEMANTICS-AWARE DEEP RANKING NETWORK

4.1 Problem Formulation

Our goal is to learn a personality scoring function that, given a graphic design and a personality label, outputs a continuous score indicating the degree of the specified personality that the design possesses. With the binary personality labels in hand, a straightforward solution to this problem is to build a classifier to distinguish between different personalities for a given design, and use the class probabilities as the personality scores [Izadinia et al. 2015]. Unfortunately, since personalities are rather subjective, there are no clear boundary between different personalities (i.e., personality labels can be ambiguous), causing the classification formulation to be inadequate for our problem. As there are various degrees of a personality, we address our problem in a regression formulation.

To handle the problem that ground-truth personality scores are not available for training, we adopt a ranking formulation to learn our personality scoring function, by comparing pairs of posters according to their personality labels. Our hypothesis behind this design is that the comparison of design pairs in terms of their labels should be a more reliable supervision signal than using the label of a single design alone. We justify the advantage of our ranking framework over vanilla classification in Section 5.

Our ranking framework assumes that, given a personality label $l$, designs $D^+$ containing the label should be ranked higher than designs $D^-$ without the label. Formally, given a pair of designs and a personality label $(d^+, d^-, l)$, where $d^+ \in D^+$ and $d^- \in D^-$, we would like to learn a personality scoring function $p$ that maps an input design $d$ to its personality score $p(d)$, such that:

$$p_+(d^+) > p_-(d^-). \quad (1)$$

For this purpose, we build a semantics-aware deep ranking network, in which the personality scoring network is used to model $p$ and trained on the web data collected in Section 3.

4.2 Network Architecture

Figure 4(a) illustrates the architecture of our semantics-aware deep ranking network. It consists of two personality scoring networks sharing the same weights. Each personality scoring network (Figure 4(b)) takes a personality label $l$ and a single design $d$ as input, and outputs the personality score for $d$. The personality label is encoded using a 1-of-$K$ representation and fed into a semantic embedding network to obtain a semantic embedding vector $S$, while design $d$ is fed into a design feature network to extract a design feature vector $F$. Finally, the design feature vector and the semantic embedding vector are concatenated and sent through a scoring network to predict a personality score $p$ for design $d$.

4.2.1 Semantic Embedding Network. To enable end-to-end training for various personalities, we explicitly integrate a semantic embedding network into our deep ranking network to specify which label is currently used to rank input designs. Given a personality label $l$, we convert it into a one-hot vector, and then send it to a small subnetwork with 2 hidden Fully-Connected (FC) layers with ReClified Linear Unit (ReLU) as activation function. Each FC layer has 64 units. Finally, we obtain a 64-dimensional semantic embedding vector $S$.

4.2.2 Design Feature Network. This network is designed to extract features from the input design. Instead of using a pre-trained model such as VGG [Simonyan and Zisserman 2014], we design our own model since graphic designs have different visual characteristics from natural images. The basic block is a $3 \times 3$ convolutional layer with a ReLU activation function. For the convolutional layers, zero padding and $1 \times 1$ stride are used to keep the output size the same as the input. A $4 \times 4$ max pooling layer with a stride of $4 \times 4$ is added after each convolutional layer to reduce the spatial resolution of the feature maps. Finally, a FC layer is added at the end of the network to aggregate local features extracted by the convolutional layers into a global design feature vector $F$. We set the dimension of the design feature vector to 256, to balance the significance of semantic and design vectors. A dropout layer is used to prevent overfitting throughout the architecture.

4.2.3 Semantic Scoring Network. The design feature vector $F$ and semantic embedding vector $S$ are concatenated and fed into a 3-layer Multi-Layer Perceptron (MLP) network to predict the personality score. The numbers of units for the first two hidden layers are 256 and 128, respectively. ReLU and dropout are used in both layers. The final output layer has one unit for personality score.
We define the following hinge loss for a pair of designs \( d^+ \) and \( d^- \) and a personality label \( l \):

\[
H_l(d^+, d^-) = \max(0, m - p_l(d^+) + p_l(d^-)),
\]

where \( m \) is a margin hyperparameter. This hinge loss imposes a ranking constraint to enforce that \( d^+ \) (with \( l \)) scores higher than \( d^- \) (without \( l \)) by a margin \( m \).

Our final loss function over the training dataset \( D \) is:

\[
L(l, D, W) = \sum_{l \in L} \sum_{d^+ \in D^+} \sum_{d^- \in D^-} H_l(d^+, d^-) + \lambda \|W\|^2_2,
\]

where \( \|W\|^2_2 \) is the \( L_2 \) norm regularizer to prevent overfitting. \( \lambda \) is a regularization parameter. \( W \) are the parameters of the personality scoring function \( p \). Eq. 3 computes the total loss over \( D \).

4.4 Training

To train our network, we scale all input posters to a resolution of 300 \( \times \) 200. The final network has a total of 429,825 parameters, and is trained end-to-end using standard backpropagation. We use the ADADelta optimizer [Zeiler 2012] for optimization, which sets the learning rate adaptively. We use a dropout rate of 0.5 for all the dropout layers in the design feature network and the semantic scoring network. The weight decay \( \lambda \) is set to 0.005. We randomly split the poster dataset with a train-to-validation ratio of 9:1. For each personality label \( l \), we obtain the training design pairs by randomly sampling 170 positive designs (with \( l \)) and 3,400 negative designs (without \( l \)) from the training set. We then combine them exhaustively to balance the positive-negative pairs. In total, we obtain 8.67M triplets (positive design, negative design, label) for training. The validation triplets are generated in the same way with 20 positive designs and 400 negative designs. We train the network using a batch size of 32 for 300,000 iterations, which takes about 124 hours on a PC with an i7 3GHz CPU, 24GB RAM and a Titan X GPU.

5 MODEL EVALUATION

To evaluate the effectiveness of our semantics-aware deep ranking network, we compare it with several baselines.

5.1 Evaluation Dataset

To evaluate our model, we have collected a new set of pairwise ranking data from 615 posters to form an evaluation dataset. To obtain more reliable ground truth rankings, we use crowdsourcing similar to previous works [Garces et al. 2014; O'Donovan et al. 2014b]. For our evaluation dataset, there are about 189,000 comparisons for each personality, in which many of them are non-discriminative. Since having a large percentage of non-discriminative queries in a questionnaire may have a negative effect on the quality of the results [Lun et al. 2015], we first asked 3 professional designers to give a score from 1 (strongly disagree) to 5 (strongly agree) on each of the 615 posters to indicate if they agree that the poster has each of the 15 personalities. When generating pairs for comparison, those pairs with a larger score difference would have a higher chance to be selected. Finally, we selected 2,000 pairs for each personality, resulting in a total of 30,000 comparisons.

We asked the workers in Amazon Mechanical Turk (AMT) to rank each pair of posters given a personality, by answering the questions like “which poster is more cute?” in two-alternative forced choice (2AFC) manner (i.e., we only allow them to choose one or the other, in order to better measure small differences [O’Donovan et al. 2014b]). Each HIT consists of 40 different comparisons for a single personality. We further duplicated five randomly chosen questions by swapping the presentation order of posters in each pair to reject unreliable workers. Workers need to answer four of them consistently for us to accept their data. Our study involved a total...
of 1,281 workers. (56.4% were female. 11.5% claimed to be design experts.) 18.8% of HITs were rejected. We show the screenshot of the AMT study in S1.1 of the supplemental.

For evaluation, we discard the rankings with high disagreement (less than 70% agreement). For each remaining ranking, we take the majority of votes as the ground truth. A ranking prediction is regarded as correct if the rank obtained by the two predicted scores agrees with the ground truth.

5.2 Baselines
We compare our deep ranking method (Ours) to an existing learn-to-rank method (RankSVM) trained on various features, and classification-based approaches.

5.2.1 RankSVM. It is commonly used to learn relative attributes [Parikh and Grauman 2011]. Since RankSVM needs to be trained separately to compute the weight vectors for each personality label, we train a total of 15 RankSVM models for the 15 personalities, using different features, including hand-crafted and deep features. For the hand-crafted features, following the work on measuring style similarity between infographics [Saleh et al. 2015], we use color and HOG. For deep features, we use the deep features from VGG and our model.

- **Color and luminance histogram (Color).** We compute color and luminance histogram features, with 10 bins for each of RGB color and luminance channels.
- **HOG.** We extract HOG features with a cell size of 16 [Dalal and Triggs 2005], and use PCA to reduce the dimensionality of HOG to 230.
- **VGG features (VGG).** We extract 4096-dimensional feature from the penultimate layer of a 16-layer VGG pre-trained on the ImageNet [Deng et al. 2009]. All posters are resized to 224×224 before feeding to VGG.
- **Our deep feature (F).** We use the output of the last hidden layer of our design feature network as deep features.

5.2.2 Binary Classification (Multiple). For each personality label, we train a vanilla binary classification network separately to predict the presence of this label. The architecture is almost the same as our personality scoring network except that the semantic embedding network is removed and a sigmoid activation function is used in the last layer. We use cross-entropy loss to train each network. To balance positive and negative posters, we sample the same number of positive and negative posters in each mini-batch. For fair comparison, all other settings are kept the same as our deep ranking network. During test time, the output probabilities are used as the personality scores. In other words, a higher probability means a higher score.

5.2.3 Binary Classification (Single). We train an end-to-end binary classification network, which takes as input a poster and a personality label and predicts if the poster possesses the personality. The architecture is same as our personality scoring network, except that the last layer is replaced by a sigmoid layer. The cross-entropy loss is used during training. In each mini batch, we sample the same number of positive and negative posters as in Binary classification (Multiple) above.

5.2.4 Multi-label Classification. We train a network to predict the presence of all personalities given a poster. We use the design feature network, followed by the semantic scoring network in the multi-label classification architecture. The sigmoid activation function is used in the last layer with 15 units, each of which predicts the presence of a personality. We use binary cross-entropy as the loss function. As the numbers of posters with different personalities are quite different, we set the weights to be inversely proportional to their label counts in the loss function.

5.3 Results
Table 1 shows the accuracy of different methods on our evaluation dataset. Our deep ranking method outperforms all other methods by a large margin, particularly for the personalities such as “Artistic”, “Minimalist” and “Romantic”. It is interesting to note that RankSVM performs better using our design feature vector than both the hand-crafted features and pre-trained VGG features in most cases. This implies that our model can learn a high-quality discriminative design representation. The discrimination power of our design features also helps RankSVM converge faster (~200x faster than using Color).

5.3.1 The Role of the Semantic Embedding Network. Multi-label classification shows a relatively high performance on some personalities such as “Cute” and “Playful”, but the average performance is low. Instead, with the semantic embedding network, both binary classification and our model can learn better discriminative, semantics-aware feature representation for different personalities, resulting in higher average performances. Binary classification (Single) has slightly worse performance than Binary classification (Multiple). However, training multiple classifiers separately would complicate the modeling process and increase the number of hyper-parameters to tune, in comparison to a single, unified model enabled by the semantic embedding network. These confirm the benefits of explicitly modeling semantic information using a network in our problem.

5.3.2 The Role of the Ranking Formulation. The major difference between our model and binary classification is the choice of the loss formulation. Our model outperforms binary classification, which justifies the advantage of our ranking formulation in the problem of personality score prediction.

5.3.3 Human Performance. We report the human accuracy (Human), as an upper bound performance, on our evaluation dataset (agreement > 70%) in Table 1. For a given pair, a human choice is considered as correct if it agrees with the ground-truth (i.e., majority). The accuracy can also be regarded as human consistency. An average consistency of 94.36% on the evaluation dataset (90.67% over all the crowdsourced rankings) indicates that humans are fairly consistent in evaluating the personalities of graphic designs. For the personalities with higher human consistency, the compared designs often differ greatly in terms of certain features, resulting in a higher model prediction accuracy. However, some of the personalities, such as “Creative”, “Elegant”, “Modern”, and “Playful”, show lower human consistencies, resulting in a lower model prediction accuracy. One possible reason is that, compared with others, these personalities are more subjective and can convey different meanings under different context. For example, “Modern” can refer to an 80-year-old
innovation that is still in use today or a cutting-edge contemporary design. How to interpret the meaning of these personalities depends upon personal knowledge and experiences, which could vary across different participants.

5.3.4 Visualization of the Rankings. Figure 5 shows top 3 and bottom 3 designs ranked using the personality scores predicted by our model on the evaluation dataset. In each case, our model gives higher ranks to designs with higher degrees on a specific personality. Here, we only show results for four personality labels. Refer to S1 of the supplemental for results for other personality labels.

5.3.5 Additional Results. To evaluate the effectiveness of our learned deep features, we visualize them using t-SNE [Maaten and Hinton 2008] and perform personality-based design retrieval. To demonstrate the generality of our framework, we have also trained our deep ranking network on another popular type of graphic design, webpages. Refer to S1 of the supplemental for more details.

6 MODEL-BASED ANALYSIS
To understand what visual features of graphic designs help distinguish different personalities, we perform qualitative and quantitative analyses with the learned personality scoring network across different levels, from pixel, region to element. For pixel- and region-level analyses, we build a personality-based sensitive map, revealing the locations that are important for conveying a given design personality. For element-level analysis, we conduct several experiments to find out how the perceived design personality is correlated with key design factors including color, font, and space.

6.1 Sensitive Map
We build a personality-aware sensitive map based on the method in [Zeiler and Fergus 2014], which was proposed to visualize how different locations of an image affect its classification. We aim at visualizing how different locations of a design affect its personality. We first slide an occluding window (48 × 48 in our setting) across a design. At each location, we replace all pixels within the window with the mean color of the design, and send the resulting design to our personality scoring network to generate a new personality score. We then subtract the new score from the score of the original design as the pixel value of the window center in the sensitive map. In this way, we obtain a pixel-wise sensitive map that shows the areas of a graphic design that contribute most (positive values) or least (negative values) to a specific personality. The sensitive map also allows us to mine discriminative patches from a collection of designs for a particular personality. In particular, for a given personality, we first rank designs in our dataset based on their personality scores in descending order. For each of the top-ranked designs, we then take the image patch whose absence causes the greatest drop in personality score, to form a set of discriminative patches.

Figure 6 shows some results. For each personality, the left column shows two posters with their sensitive maps, while the right column shows the discriminative patches mined from our dataset. These results exhibit some interesting patterns. For example, “Artistic” posters tend to have more decorative patterns, and “Romantic” posters make extensive use of intimate interaction between men and women. However, the discriminative patches extracted for “Creative” do not show obvious patterns. This is because a lot of “Creative” posters rely on clever composition of common objects to convey the sense of creativity. For example, the lower poster under “Creative” in Figure 6 conveys creativity by placing a blade under the rock.

Table 1. Ranking prediction accuracy (percentage of correctly predicted rankings) of different methods on different personality labels. The highest accuracy of each row is highlighted in bold and underlined.

<table>
<thead>
<tr>
<th>Personality</th>
<th>RankSVM (Color)</th>
<th>RankSVM (Color+HOG)</th>
<th>RankSVM (VGG)</th>
<th>RankSVM (Our T)</th>
<th>Multi-label Classif.</th>
<th>Binary Classif. (Single)</th>
<th>Binary Classif. (Multiple)</th>
<th>Ours</th>
<th>Human</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artistic</td>
<td>55.82</td>
<td>56.86</td>
<td>57.89</td>
<td>75.73</td>
<td>53.07</td>
<td>63.51</td>
<td>49.50</td>
<td>76.71</td>
<td>93.46</td>
</tr>
<tr>
<td>Creative</td>
<td>59.69</td>
<td>56.52</td>
<td>62.05</td>
<td>71.18</td>
<td>51.93</td>
<td>50.19</td>
<td>51.95</td>
<td>72.55</td>
<td>92.08</td>
</tr>
<tr>
<td>Cute</td>
<td>81.59</td>
<td>66.34</td>
<td>85.89</td>
<td>77.02</td>
<td>84.37</td>
<td>83.33</td>
<td>83.65</td>
<td>79.14</td>
<td>94.08</td>
</tr>
<tr>
<td>Dynamic</td>
<td>53.41</td>
<td>59.91</td>
<td>67.89</td>
<td>76.34</td>
<td>50.24</td>
<td>75.00</td>
<td>77.00</td>
<td>79.81</td>
<td>92.91</td>
</tr>
<tr>
<td>Elegant</td>
<td>60.01</td>
<td>54.85</td>
<td>58.35</td>
<td>65.88</td>
<td>59.95</td>
<td>60.97</td>
<td>53.25</td>
<td>67.34</td>
<td>90.33</td>
</tr>
<tr>
<td>Energetic</td>
<td>50.05</td>
<td>58.94</td>
<td>73.49</td>
<td>76.67</td>
<td>48.71</td>
<td>77.16</td>
<td>79.3</td>
<td>51.47</td>
<td>95.43</td>
</tr>
<tr>
<td>Fashion</td>
<td>66.81</td>
<td>60.11</td>
<td>69.47</td>
<td>79.72</td>
<td>58.89</td>
<td>73.68</td>
<td>67.95</td>
<td>86.26</td>
<td>95.19</td>
</tr>
<tr>
<td>Fresh</td>
<td>85.63</td>
<td>70.15</td>
<td>75.86</td>
<td>77.92</td>
<td>71.05</td>
<td>80.19</td>
<td>90.20</td>
<td>84.36</td>
<td>96.47</td>
</tr>
<tr>
<td>Futuristic</td>
<td>78.85</td>
<td>69.05</td>
<td>80.02</td>
<td>84.76</td>
<td>74.21</td>
<td>73.79</td>
<td>83.65</td>
<td>86.20</td>
<td>96.18</td>
</tr>
<tr>
<td>Minimalist</td>
<td>59.11</td>
<td>79.87</td>
<td>93.68</td>
<td>89.88</td>
<td>50.53</td>
<td>76.98</td>
<td>85.65</td>
<td>96.05</td>
<td>96.56</td>
</tr>
<tr>
<td>Modern</td>
<td>58.63</td>
<td>61.20</td>
<td>62.33</td>
<td>63.38</td>
<td>56.31</td>
<td>64.04</td>
<td>58.20</td>
<td>66.03</td>
<td>91.28</td>
</tr>
<tr>
<td>Mysterious</td>
<td>80.26</td>
<td>75.33</td>
<td>78.80</td>
<td>75.16</td>
<td>78.09</td>
<td>77.28</td>
<td>82.10</td>
<td>84.06</td>
<td>94.33</td>
</tr>
<tr>
<td>Playful</td>
<td>70.11</td>
<td>66.71</td>
<td>63.90</td>
<td>69.75</td>
<td>71.49</td>
<td>67.66</td>
<td>64.90</td>
<td>69.04</td>
<td>93.25</td>
</tr>
<tr>
<td>Romantic</td>
<td>65.40</td>
<td>73.28</td>
<td>92.63</td>
<td>88.43</td>
<td>51.16</td>
<td>62.37</td>
<td>78.40</td>
<td>92.47</td>
<td>98.66</td>
</tr>
<tr>
<td>Vintage</td>
<td>71.65</td>
<td>77.11</td>
<td>83.84</td>
<td>87.60</td>
<td>44.46</td>
<td>72.92</td>
<td>84.70</td>
<td>92.32</td>
<td>95.16</td>
</tr>
<tr>
<td>Average</td>
<td>66.47</td>
<td>65.75</td>
<td>73.69</td>
<td>77.30</td>
<td>60.30</td>
<td>70.60</td>
<td>72.69</td>
<td>80.93</td>
<td>94.36</td>
</tr>
</tbody>
</table>
We have compared our sensitive map with the importance map for measuring the importance of elements in a design [Bylinskii et al. 2017]. The importance map is computed using a fully convolutional network trained on human-labeled data. Figure 7 shows that not all important areas in a poster contribute to a target personality. For example, the poster for “Minimalist” focuses more on negative spaces. Any fancy elements may decrease the feeling of “Minimalist” in a design. For “Romantic”, the interaction between lovers is a key element, rather than the text that the importance map detects as salient. Our sensitive map can intuitively tell which part of a design is important or detrimental to conveying a particular personality. As such, it can be used by graphic designers to iteratively improve their designs, as well as serve as a building block for some personality-aware graphic design systems, such as element-level design suggestion introduced in Section 7.1. The sensitive maps and discriminative patches of other personalities can be found in S2 of the supplemental.

6.2 Design Factors on Personality

A proper setting of design factors (e.g., color and font) is essential to a design, as they can draw user attention, set the mood, affect the personality, and even influence user decisions. Color, font and space are among the most important design factors commonly used by designers to manipulate the personality and mood of a design [Cousins 2015; Kliever 2015]. Thus, we study how these three factors affect design personality. Since the focus of our paper is on graphic design, we mainly study some design-specific factors. There are still many other factors, such as image contents, that may have huge effects on the personality of a design, which is an interesting topic for future work.

6.2.1 Color. We have shown in Section 5 that color plays an indispensable role in personality prediction. To find out how the change of color affects the personality score, we compute the Spearman rank correlation ($\rho$) between the mean of each HSV color channel and the personality score on our training set. Results show that Mean Hue and Saturation have a weak correlation with personality in general. While Mean Hue has the highest absolute correlation score on “Mysterious” ($\rho = 0.1861$), Mean Saturation has the highest absolute correlation score on “Fashion” ($\rho = -0.2566$). In contrast, Mean Value shows the stronger correlation with personality. Figure 8 shows the color distribution of designs under three personalities with strong correlation. Linear least-square fitting lines are added to highlight the correlation trends. To find out the preferred color for a personality, we quantize each channel in the HSV color space into 20 bins and run the linear RankSVM on them individually. The weights are displayed as a color stripe on top of each diagram, aligned with the values on the x-axis. For a value range, more yellow indicates a more positive effect, while more red indicates a more negative effect. For example, the stripe on Mean Hue of “Fresh” goes from orange to yellow then red, while the actual Mean Hue transitions from red to green to blue. This suggests that green can help a design gain a higher score for “Fresh” than red and blue.

If we take a closer look at Figure 8, we can see that warm colors (e.g., red to yellow to green) and pink-magenta play an important role in a design to exhibit “Cute”. For “Fresh”, as expected, orange and green dominate in the designs. Besides, the increasing trend of the least-square fitting lines for Mean Value in “Cute” and “Fresh” indicates that they prefer bright colors. This agrees with our common sense that a design will appear to be more vivid and vibrant with brighter colors. “Futuristic” shows a strong preference on darker and colder colors (e.g., blue and purple). This is because the future is often mysterious. This observation is consistent with a previous study [Shedroff and Noessel 2012] on color of future screen used in science fiction for decades. They conjecture that blue is chosen because of its rarity in nature. The correlation plots of other personalities can be found in S3.1 of the supplemental.

6.2.2 Font. The choice of font plays an important role in setting the mood and increasing visual interest of a graphic design. To study the type of fonts that a particular design personality prefers, we use 200 fonts, $F = \{f_i\}_{i=1}^{200}$ [O’Donovan et al. 2014b], and select 15 posters, $D = \{D_j\}_{j=1}^{15}$, from our dataset. Each of the selected posters has a few text elements. None of them have complex visual contents, so as to emphasize on the font. For each design $D_j$, we
replace the original font of its largest text element with each of the fonts in \( F \), resulting in 200 new designs, \( D^F_j = \{D^F_{ij}\}_{i \in \mathbb{F}} \). Given a personality, we apply our model to predict the personality scores for \( \{D^F_j, j = 1, \ldots, 15\} \), which are then normalized using the minimum and maximum values from our dataset. We next compute an average score for each font from the average personality score of the 15 new designs (for the 15 personality labels) that use the font. The fonts with higher average scores are considered as more important to the personality, and vice versa. Figure 9 shows the top 5 and bottom 5 fonts for three representative personalities. We can see that for each personality, the most and least important fonts exhibit distinctive visual properties. In particular, for “Elegant”, the most important
Fig. 7. Comparison of our sensitive map and the importance map [Bylinskii et al. 2017]. For each design, our sensitive maps can properly find the areas that contribute positively/negatively to a given personality. ©Albert Exergian and 20th Century Fox.

Fig. 8. Correlation between HSV colors and three personalities: “Cute”, “Fresh” and “Futuristic”. In each diagram, a dot corresponds to one design represented by its mean color. A linear least-square fitting line (in black) is also shown, along with the Spearman rank correlation at the bottom-left corner. The weights of the linear RankSVM model are shown as a stripe above the diagram, where a block being more yellow (or red) indicates that the corresponding value range on the x-axis has a more positive (or negative) effect to a specific personality.

fonts are more cursive, while the least important fonts are wider. “Fresh” prefers serif and thin fonts over bold fonts. For “Romantic”, the top 5 fonts are more cursive and wider than the bottom ones.

We look further into how the font properties may affect the perceived personality of a design. To this end, we consider 7 concrete font properties used in [O’Donovan et al. 2014b], including “angular”, “cursive”, “italic”, “serif”, “sharp”, “thin”, and “wide”. Given a font property and a personality, we compute a rank correlation for each design \( D_i \) between the font property scores of \( F \) by [O’Donovan et al. 2014b] and the personality scores of \( D_j \). Figure 10 shows the average rank correlation coefficients\(^1\) across different designs on three font properties. We find that the weight-related font properties, e.g., “wide” and “thin”, have a higher influence upon design personality, while “cursive” has relatively less effect. More specifically, “Cute” and “Vintage” designs show a stronger preference on “wide” fonts, whereas “Elegant” and “Minimalist” designs tend to use “thin” fonts. Refer to S3.2 of the supplemental for the results of other font properties.

Fig. 9. Comparison of the most important and least important fonts for different personalities. For each personality, the most important fonts are shown at the top row, while the least important fonts are at the bottom row.

Fig. 10. Correlation between font properties and graphic design personalities. For each font property (“Wide”, “Thin” or “Cursive”), the bars denote the average rank correlation coefficients between the property and individual personalities.

6.2.3 Space (or Negative Space). Negative space is an essential element in a design to give readers a visual break [Cousins 2015; Kliever 2015]. We would like to explore the relationship between space and personality. Here, we examine two important factors: (1) percentage of negative space, and (2) symmetry of negative space. To estimate the amount of negative space more accurately, we manually labeled 231 designs selected randomly from our dataset, and draw a mask to indicate the negative space of each design. We then compute the percentage of negative space and symmetry of negative space for each design. To measure the symmetry of negative space, we calculate the percentage of negative space (in pixels) with

\(^1\)To aggregate rank correlation coefficients, we first convert rank correlation coefficients to Fisher’s z coefficients, which are then averaged and converted back to rank correlation coefficients [Silver and Dunlap 1987].
symmetrical counterparts about the x-axis, y-axis, or center of the design. Figure 11 shows the results. We can see that the percentage of negative space can affect the personality of a design. For example, a design tends to be more “Minimalist” or “Creative” as the amount of negative space decreases. The symmetry of negative space has negative effect on most personalities. For example, a design tends to be more “Dynamic” as the negative space becomes less symmetrical. This finding agrees with the design principles used by artists [Bradley 2010].

7 APPLICATIONS

Given our network for predicting design personality scores and the high-level features learned by our network, we have explored two novel applications: element-level design suggestion and example-based personality transfer.

7.1 Element-level Design Suggestion

The personality of a design is usually achieved by exploring complex property space of basic elements (e.g., images and texts) on it. It would therefore be very useful to provide designers with guidance on how to modify the properties of design elements in order to enhance a specific design personality. To this end, we present an interactive suggestion approach to allow designers to set design element properties to improve a specified personality of design.

7.1.1 Algorithm. Given an input design, the user first selects a personality and a target design element. Our method will then suggest a list of property values for the target element, ordered by their likelihood of enhancing the selected personality. Currently, our method supports four types of basic yet important properties for images/texts: (1) image cropping: crops a target image to fit a user-specified cropping region; (2) image enhancement: enhances a target image by changing its sharpness, brightness, contrast, and saturation; (3) text font: selects a font for some target texts; and (4) text color: selects a color for some target texts.

Our method works in a brute-force manner by listing possible property values and ranking the designs with the modified values according to the personality scores predicted by our model. The scores for each personality are normalized using the minimum and maximum values from our dataset. To make our method tractable, for font selection, we consider 300 fonts randomly selected from Google Fonts. For other properties with a large search space, we discretize the search space into a set of candidate values and adopt an iterative sampling approach for computational efficiency. Refer to S4.1 of the supplemental for details.

For the resulting designs to remain visually pleasing and functionally valid, we impose some constraints on text properties. Specifically, we exclude the colors that will make text look similar to its surrounding colors, which will certainly impair its visibility. We also adjust the size of the text to ensure that it fits within the design border during font selection.

7.1.2 Evaluation. We present several user studies to evaluate the quality of the results generated by our method.

Comparison to baselines. We first compare our results (Ours) with those generated by novices manually (Manual) and selected randomly (Random). For each of our 15 personalities, we create 6 design cases, resulting in a total of 90 design cases. Each design case is assigned with one of the four tasks: text font selection, text color selection, image cropping and image enhancement. For each design case, given a personality, a design element and one of the four tasks, we generate 3 suggestions by each of the three methods: (1) Ours: we use top 3 designs suggested by our method. (2) Manual: we recruited 18 graduate students with no prior training on graphic design. PowerPoint was chosen as the editing tool, as they were all familiar with it. Each participant was required to complete 15 design cases, one for each of the 15 personalities. Each design case was performed by 3 different participants. (3) Random: we randomly sample 3 suggestions from the whole search space uniformly.

To evaluate the designs from the three methods, we asked AMT workers to compare the results of Ours against those of Manual and Random through pairwise comparisons in a 2AFC manner. For each design case, we create 9 pairs of results by Ours and Manual and 9 pairs by Ours and Random, resulting in a total of 1,620 unique comparisons. Each comparison was evaluated by 6 different workers. Refer to S4.2 of the supplemental for more details.

Figure 12 summarizes the results. We can see that our results are significantly better than those of the other two methods for image cropping, image enhancement and font selection tasks ($p < 0.05$, chi-squared test). For text color selection, while our method has higher preference than the manual method, the preference is only marginally significant ($p = 0.078$, chi-squared test). This may be
Designers on all the tasks. Qualitative comparisons can be found in Section 5.4 of the supplemental.

7.2 Example-based Personality Transfer

Designing with examples is a common way used by most people, especially novices, during a design process, by referencing some design examples on the use of design elements, setting of their properties, and laying out the elements. However, transferring the personality across designs is non-trivial, as it is often difficult to find examples of a specific personality. As the design feature representation learned by our network is personality-aware (see Section 5), the distance between two designs in the feature space reflects their personality similarity. Hence, we explore the use of our design feature representation for personality transfer.

7.2.1 Algorithm. Given a reference design and a source design, we aim to transfer the personality of the reference design to the source design, by adjusting the properties (i.e., element size / position, text font, image sharpness / brightness / contrast / saturation) in the source design. In addition, we also allow users to specify some constraints (e.g., changeable elements, relative importance of elements and if overlapping between elements is allowed), and our output design will conform with these constraints. We formulate this adjustment as a constrained optimization problem. Formally, let \( E \) and \( X_0 \) be the reference and source designs, respectively. We denote the \( \theta \) as a vector encoding property configurations of all elements of the source design. For the user-specified constraints, we express them as equality/inequality relations that are abstracted as hard constraints: \( H(\theta) = 0 \). Our personality transfer is achieved by solving the following optimization problem:

\[
\arg\min_{\theta} a_1E_{\text{trans}}(E, X_0) + a_2E_{\text{prior}}(\theta) \quad \text{s.t.} \quad H(\theta) = 0, \tag{4}
\]

where \( E_{\text{prior}}(\theta) \) is a prior term to encourage the source design to conform with user-specified design guidelines. (For simplicity, we only use layout balance here.) \( E_{\text{trans}}(E, X_0) \) is a transfer term to force the source and reference designs to be close in the design feature space \( F \):

\[
E_{\text{trans}}(E, X_0) = d(F_E, F_{X_0}), \tag{5}
\]

where \( d \) is a cosine distance function. Since the objective function is highly non-linear and multi-modal, we optimize it using the Metropolis-Hastings algorithm of the Markov Chain Monte Carlo (MCMC) method [Hastings 1970; Metropolis et al. 1953] similar to [Merrell et al. 2011] to efficiently explore the solution space. Refer to S5 of the supplemental for the algorithmic details.

7.2.2 Evaluation. Figure 16 shows two example results. For the top example, we can see that the background image and text elements are adjusted to produce a more “Vintage” design. For the bottom example, the rearrangement of the elements results in a more “Dynamic” design. More results can be found in S5.4 of the supplemental.

We evaluate the effectiveness of our method in a user study, where we compare our results against the source designs and the results by novices manually. We created 15 design cases for our study. For novice results, we recruited 15 participants with little experience...
on graphic design from a local university. For each design case, given a reference design and a source design, the participants were instructed to edit the source by changing its design elements, in order to match its personality with that of the reference. For a fair comparison, the participants were only allowed to change the element properties that our optimizer operates on. Each design case was done by 5 different participants.

We use AMT to evaluate the results. For each design case, we display a reference design, along with three candidate designs: a source design (Original), the results by our method (Ours) and novices (Manual). AMT workers are asked to select which of the three candidates is more similar to the reference in terms of a given personality and which one is more visually pleasing. There were a total of 75 comparisons, each of which was evaluated by 30 different workers. The results are shown in Figure 17. Our results are significantly better ($p < 0.05$, chi-squared test) than those by the other two, on both personality similarity and visual aesthetics. This demonstrates that
our method can effectively transfer personality from one design to another, while improving the visual quality of the designs.

8 CONCLUSION

In this paper, we have proposed a semantics-aware deep ranking framework to investigate the personalities of graphic designs. With our framework, we learn a model to predict design personality scores and generic high-level design representation. Our framework can be learned from web search results with minimal human supervision. We have shown that our learned model allows us to perform comprehensive analysis at both region-level and element-level, to understand what contribute to the perceived personalities of graphic designs. In addition, we have also shown that our learned model and representation can enable two novel personality-based graphic design applications. In particular, our element-level design suggestion allows users to quickly select desirable properties for design elements to better convey a personality. Our example-based personality transfer can automatically modify a design to match the personality of another design. To encourage future works, we release our dataset and code at our website2.

Limitations and future works. First, in this work, we only model the personality of a single type of graphic design. It would be interesting to model different types of graphic designs jointly, in order to study whether different types of graphic designs (e.g., advertisement, magazine and webpages) share some common features to convey their personalities. To this end, our model can be trained on and applied to a dataset with mixed types of graphic designs to discover the most commonly-used features across different types of graphic designs for expressing a particular personality. Second, our design element suggestion application only considers a limited set of basic operations on design elements, such as changing font types and cropping an image using a rectangle region. In practice, to enhance the personality of a graphic design, designers often make use of other sophisticated operations, such as applying special effects to font (e.g., glowing) and cropping an image with irregular shapes (e.g., ellipse). We plan to incorporate such advanced operations into our method in the future. Third, our proposed model is not limited to graphic design personality. We believe that it has the potential to be used to discover other intrinsic features that characterize human perception on graphic designs, such as “What makes a product design look expensive?” and “What makes a graphic design memorable?”.
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